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OVERVIEW

1 This progam is an innovative augmented reality
application designed to assist doctors by overlaying

Developing the program presented several

a detailed skeleton or muscular system onto a 5. Riht eye 22. Righ thumt significant challenges.

patient's body. T 1 One major hurdle was the inability to connect
1 Utilizing advanced pose estimation technology, the 8. ight_ea 2.Left fnee the program to the HoloLens, which required

system will highlight problematic areas and R 7l o rethinking the implementation strategy.

provides immediate visual feedback. Lef shouer 28 Right ekl 1 Additionally, the overall development process
1 It aims to integrate patient charts and medical Slotaoon g was complex and demanding, involving
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data, offering a comprehensive view for medical
professionals to enhance diagnosis and treatment
efficiency.

intricate coding, integration of multiple
technologies, and ensuring real-time accuracy
and responsiveness.

1 These challenges required persistent

Below are the options that the user is able to select and PrObl_em‘S()lVing E!nd adaptation to create a
change within the program (left) and the logic used behind functional and reliable system.

FRAM Ewo RK determining the relative location of the body parts (right)

On top is an image of the pose estimation script in action.

Estimation Type Multi Pose Tensor heatmaps = engine.PeekOutput(predictionLayer);
Webcam Dims X 128( Y 720 jc“:or offsets = engineiPeek?utput(offsetsLayer);

. nsor displacementFWD = engine.PeekOutput(displacementFWDLayer);
Webcam FPS 60 Tensor displacementBWD = engine.PeekOutput(displacementBWDLayer);

1 Data Collection Use Webcam v
1 A camera captures video footage of the patient, providing a Video Screen 2 VideoScreen (Trar @ int stride = CinageDins.y - 1) / (heatnaps. shape.height - 1)
continuous visual stream of the body in motion. HOTEIHE elE er © R | 1 HoloLens Integration
1 Pose Detection Mode IT@,..-[:.E Res Net 50 £ Lestimtianiype == EXEMAtioniype Sdnglebose) O The next step is to successfully connect the program to the
a The program processes this video feed using a deep learning e = = e HoloLens, enabling augmented reality visualization directly on
model specifically designed for body pose estimation. MOBIEINEIMOGEIAR 5 mobilenet (NN Mol® oses[8] = Utils.DecodeSinglePose(heatmaps, offsets, stride); g;ep I?ceaat?(fr?ti.nTcr;ilﬁic\g\g:lseer’l’zéra\gge the program's usability and
1 The model identifies and tracks 33 critical landmarks on the Rkt:[jl o e 1 Skeleton Attachment
body, mclud_lng Jc?lnts and S|gn|f|can_t b_ody par_ts. It analyzes P , poses = liLite DacodemuiEipteposes( O Attaching a detailed skeleton model to the pose estimation
spatial relationships and patterns within the video to detect p e framework will provide a more comprehensive visualization of

Score Threshold ).25 displacemen tFWD, displacementBWD,

these key points. EOEERTI S bbb the patient’s anatomy. This feature will allow doctors to better

scoreThreshold: scoreThreshold,

1 Landmark Prediction Point Scale 10 nesiadiys S omshadius); understand the alignment and movement of the skeletal system
1 The program employs convolutional neural networks (CNNs) to Line Width e in real-time.
predict the precise positions of each landmark. These networks Min Gonfidence offsets Dispose(); 1 System Refinement
are trained to recognize and follow the landmarks by examining 4 Continuous refinement of the program is planned to improve its
the visual data for distinguishing features and movements. aceuracy, responsiveness, afnd user '”terdfac_e- Elnr;ancemendts
- will focus on optimizing performance, reducing latency, an
- Sl:II(e\/:/?ttr??hr?allawzlnzgrks identified, the program maps these points F EATU RES ensuring a seamless user experience. This includes fine-tuning
onto a virtual skeleton or muscular system. tgiigﬁfir?aerttescgﬁg I?Jggirét;r?n;:t:nd improving the integration of
1 This mapping is continuously updated in real-time as the patient P '
moves, ensuring the virtual overlay accurately reflects the
patient's current pose. 1 Multi-Pose vs Single Pose Toggle

1 Visualization 1 Allows users to switch between tracking one

1 The pose data is rendered in Unity, creating a dynamic and pose or multiple poses simultaneously, ideal for AC KN OWLE DG E M E NTS

interactive overlay of the anatomical structures on the patient's both individual and group assessments.

body. o 1 Video Input Option
1 This allows for a clear and precise visualization of body 1 Enables users to input pre-recorded videos for I would like to thank Dr. Ivan Seskar and Jennifer Shane, for

movement and posture. . . . . continuously guiding me and helping me throughout this project
pose estimation, allowing for analysis of

T R previously captured footage. I would like to thank my teammates on AR Mural, for always helping
1 Confidence Level Slider me in resolving the numerous errors I would encounter while

\p: [ 1 Adjusts the threshold for pose detection developing this program
g I accuracy, ensuring only highly accurate pose I would also like to thank everyone who volunteered as a test subject

e estimations are considered. for the estimation script for allowing me to test my program on them
1 Max Poses Slider
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il | I s | and analyze, providing control over performance
and tracking multiple individuals simultaneously.
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